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Abstract: In this paper, an improved estimator for population 
variance has been proposed to improvise the log-type estimators 
proposed by Kumari et al. (2019). The properties of proposed 
estimators are derived up to the first order of approximation. The 
proposed estimator found to be better than the existing estimators in 
the sense of mean squraed error and percent relative efficiency. A 
numerical study is included to support the use of the suggested 
classes of estimators. 

   Keywords: Population Variance Estimators in The Sense of 
Mean Squared Error 

I. INTRODUCTION 

In sample surveys, auxiliary information always plays a 
vital role in better estimation of the parameter under 
investigation. This information can be used to improve the 
precision of the estimators. The suitable utilization of this 
auxiliary information can reduce the MSE of the sample mean, 
thus resulting in more efficient estimators. This paper, is an 
attempt to extend the powerful Searls approach to the 
traditional estimators using auxiliary information regard- ing to 
variables in simple random sampling. Many authors like, Singh 
et al. (1973), Das and Tripathi (1978), Sisodia and Dwivedi 
(1981), Isaki (1983), Bahl and Tuteja (1991), Prasad and Singh 
(1992), Swain (1994), Garcia and Cebrian (1996), Upadhaya 
and Singh (2001), Kalidar and Cingi (2006a, 2006b); Gupta and 
Shabbir (2006, 2007), Yadav and Kadilar (2013, 2014) had 
proposed an improved ratio estimators using Searls type    
estimators.  Recently, Bhushan et al. (2017) among others; 
Kumari et al. (2019) have made the use of logarithmic 
relationship between the auxiliary attribute and study variable 
as logarithm func- tion which is very common in various 
branches of science as well as non-science disciplines. In this 
paper, some improved logarithmic estimators are proposed for 
improving the efficiency of the Kumari (2019) estimators as 
these classes of estimators are expected to improve the mean 
squared error. The proposed estimators would work 
considerably well in case when the study variable is 
logarithmically related to the auxiliary attribute. 
Consider a finite population U = U1, U2, ..., UN of size N from 
which a sample of size n is drawn according to simple random 

sampling without replacement (SRSWOR). Let iy  and if  

denotes the values of the study and auxiliary attribute for the 

ith  unit ( 1,2,..., ),i N= of the population. Further, let and 

be the sample means and  
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and 

be the sample variance 
of the study and auxiliary attribute respectively 

II. ESTIMATORS AVAILABLE IN 
LITERATURE 

2.1. Conventional Variance Estimator 

 
The bias and variance of 0t to the first order of 

approfimation, are given a 

 

2.2. Isaki Ratio Estimator 

 
The bias and MSE of 1t to the first degree of approfimation 

are given as 

 

2.3. Conventional Product Estimator 

 
The bias and MSE of 2t upto the first order of approfimation 

are given as 
 

 

2.4. Isaki Regression Estimator 

Isaki (1983) suggested the following regression estimator 
for population variance 

 
where b is a sample regression coefficient whose 

population regression coefficient is  .  
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The bias and MSE of 3t to the first degree of approfimation 

are given as 

 

2.5. Singh et al. Estimator 

Singh et al. (1973) Considered the Following Estimator 

 
Where  4 is a Searl (1964) constant. The optimum value of 

Searls constant is *
4 2/ ( )yn n b = +  for which the mean 

squared error is minimum. 

 

2.6. Das and Tripathi Estimator 

 
Where 5  is a constant. The bias and MSE of 5t  to the first 

degree of approfimation is given as 
 

 
The MSE of 5t is optimum for * *

5 22 2/ fI b = and is given 

by 

 

2.7. Prasad and Singh Estimator 

Prasad and Singh (1992) introduced the following estimator 
 

 
where 6  is a Searls content. 

The bias and MSE of 6t  to the first degree of approfimation 

is given as 

 

 
and is given as  

 

2.8. Garcia and Cebrian estimator 

Garcia and Cebrian (1996) introduced the following 
estimator 

 
where 7  is a Searls contant. 

The bias and MSE of 7t  to the first degree of approfimation 

is given as 

 
 

The MSE of 7t  is optimum for * *
7 22 2/ fI b = and is given 

as 

 

2.9. Upadhaya and Singh Estimator 

Upadhaya and Singh (2001) suggested following estimator 

 
where 8 is a constant. The MSE of 8t to the first degree of 

approfimation is given as 
 

 
 

The MSE of 8t is optimum for

2 *
22

8 2 *
2

y yf

f f

S I

S b
 = and is given as 

 

 

2.10. Shabbir and Gupta (2006) estimator 

Sabbir and Gupta (2006) Proposed the Following Estimator 

 
where   is a Searls (1964) contant whose value is to be 

determined later. Here mt  is a combination of Singh et al. 

(1973), Prasad and Singh (1992) and is defined as 
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where 1K and 2K are the weights such that 1 2 1K K+ = The bias and MSE of 9t  to the first degree of approfimation is 

given as 

 
 

The MSE of 9t is optimum for  

 

 

 

2.11. Shabbir and Gupta (2007) estimator 

 
where 1k and 2k are suitably chosen coantants. 

Situation 1. 1 2 1k k+ =  

The bias and MSE of 10t the first degree of approfimation are given as 

 
The optimum value of 1k which minimizes MSE 10( )t is given as 
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Situation 2. Unconstrained choice of 1k and 2k  

The bias and MSE of 
*
10t the first degree of approfimation are given as 

 

 

2.12. Kalidar and Cingi estimator 

Kadilar and Cingi (2006) suggested the following ratio type estimator 
 

  
The optimum bias and MSE of 11t  are given as 

 
 

 

2.13. Yadav and Kalidar (2013) Estimator 

Yadav and Kadilar (2013) introduced the following estimator 

 
 

where 12a is a constant. The optimum MSE of 12t to the first degree of approfimation is given as 
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2.14. Yadav and Kadilar (2014) estimator 

Yadav and Kadilar (2014) introduced the following ratio-product-ratio estimator 

 
where a and  are real constant. The optimum MSE of 

12,at  to the first degree of approfima-tion is given as 

 

III. THE PROPOSED ESTIMATORS 

We propose the following new classes of log-type estimators for the population variance 2
yS as: 

 
where 

 
such that ( 0),a b are either real numbers or functions of 

the known parameters of the auxiliary attribute f such as 

the standard deviations ,S f coefficient of variation ,C f

coefficient of kurtosis 2 ,b f coefficient of skewness 1 ,b f

and correlation coefficient  of the population. If 0,ia =

then the proposed estimator becomes the usual per unit 

variance estimator 2
ys . If 1,ai = + then the proposed 

estimator works as ratio type estimator and if 1,ai = −

then the proposed estimator works as product type 
estimator having efficiency conditions equivalent to that 
of generalized product and ratio estimators respectively. 

IV. BIAS AND MSE OF PROPOSED ESTIMATORS 

In this paper, the biases and the mean square error(s) of all the estimators are considered up to the terms of order 
1n−

. 

Theorem 1. The bias and MSE of 
*

1T are given by 

 
Proof. Consider the estimator, 
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Squaring on both the sides and then taking expectation over the proposed estimator, we have 

 
 

Using the results from Sukhatme and Sukhatme, we have 
 

 
 

Now, substituting the above results in (4:1), we get, 

 
Corollary 2. The optimum value of 1a and 1w are 

*
22

1
2 f

I
a

b
=  

1
1

1

B
w

A
=  

where 

 

respectively. Also, the minimum mean squared error of 
*

1T is 

 
Proof. Obvious, using Theorem 1. 

Theorem 3. The bias and MSE of 
*
2T are given by 
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respectively. 
Proof. Trivial and similar to derivation of Theorem 1, hence omitted. 

Corollary 4. The optimum value of 2a  and 2w are 

 
where 

 

 
 

Also, the minimum mean squared error of 
*

2T is 

 
Theorem 5. The bias and MSE of 

*
3T are given by 

 
respectively. 
Proof. Trivial and similar to derivation of Theorem 1, hence omitted. 

Corollary 6. The optimum value of 3a and 3w is 

 
where 

 
 

Also, the minimum mean squared error of 
*

3T is 
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Theorem 7. The bias and MSE of 

*
4T are given by 

 
respectively. 
 
Proof. Trivial and similar to derivation of Theorem 1, hence omitted. 

 

Corollary 8. The optimum value of 4a and 4w is 

 

 
 

where 

 
 

Also, the minimum mean squared error of 
*

3T is 

 

 

V. COMPARISON OF ESTIMATORS 

In this section, we compare the proposed classes of estimators with some important estimators. The comparison will be in 

terms of their MSEs up to the order of 
1n−

 Let us define  
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(5.-12) 

VI. EMPIRICAL STUDY 

To compare the efficiency of the suggested class of estimator numerically, we considered nine natural data sets. The 
description of the population is given below. 
Population 1. (Cochran (1977), Pg. no. 107) 
y : number of persons per block 

f : number of rooms per block 
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By using the above data set, the percent relative efficiency of the different estimator are given in Table 2. 
 
In the above table, the relative efficiency of the proposed estimator is much better as compared to other estimators for all the 
data sets given here. 

Table 1: PRE of the Estimators with Respect to 0t  
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VII. CONCLUSION 

The present study extends the idea of Bhushan and Kumari 
(2019) regarding the effective use of auxiliary information if 
the relationship between the study variable and the auxiliary 
attribute is of logarithmic type. Further, the efficiency of the 
proposed estimators are compared with some conventional 
estimators and some recent estimators of Singh et al. (1973), 
Das and Tripathi (1978), Sisodia and Dwivedi (1981), Isaki 
(1983), Bahl and Tuteja (1991), Prasad and Singh (1992), 
Swain (1994), Garcia and Cebrian (1996), Upadhaya and 
Singh (2001), Kalidar and Cingi (2006a, 2006b); Gupta and 
Shabbir (2006, 2007), Yadav and Kadilar (2013, 2014). The 
proposed estimator is most efficient than all the estimators. 
This study is also supported through an empirical study and 
the result of this study is quite encouraging. 
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