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On Construction of Modified Class of Estimators
for Population Variance using Auxiliary Attribute

Chandni Kumari, Ratan Kumar Thakur

Abstract: In this paper, an improved estimator for population
variance has been proposed to improvise the log-type estimators
proposed by Kumari et al. (2019). The properties of proposed
estimators are derived up to the first order of approximation. The
proposed estimator found to bebetter than theexisting estimatorsin
the sense of mean squraed error and percent relative efficiency. A
numerical study is included to support the use of the suggested
classes of estimators.

Keywords. Population Variance Estimatorsin The Sense of
Mean Squared Error

I INTRODUCTION

In sample surveys, auxiliary information always plays a
vital role in better estimation of the parameter under
investigation. This information can be used to improve the
precision of the estimators. The suitable utilization of this
auxiliary information can reduce the MSE of the sample mean,
thus resulting in more efficient estimators. This paper, is an
attempt to extend the powerful Searls approach to the
traditional estimators using auxiliary information regard- ing to
variables in simple random sampling. Many authors like, Singh
et a. (1973), Das and Tripathi (1978), Sisodia and Dwivedi
(1981), Isaki (1983), Bahl and Tuteja (1991), Prasad and Singh
(1992), Swain (1994), Garcia and Cebrian (1996), Upadhaya
and Singh (2001), Kaidar and Cingi (2006a, 2006b); Gupta and
Shabbir (2006, 2007), Yadav and Kadilar (2013, 2014) had
proposed an improved ratio estimators using Searls type
estimators. Recently, Bhushan et a. (2017) among others;
Kumari et a. (2019) have made the use of logarithmic
relationship between the auxiliary attribute and study variable
as logarithm func- tion which is very common in various
branches of science as well as non-science disciplines. In this
paper, some improved logarithmic estimators are proposed for
improving the efficiency of the Kumari (2019) estimators as
these classes of estimators are expected to improve the mean
squared error. The proposed estimators would work
considerably well in case when the study variable is
logarithmically related to the auxiliary attribute.

Consider a finite population U = Uy, Uy, ..., Uy of size N from
which a sample of size n is drawn according to simple random

sampling without replacement (SRSWOR). Let Y, and fi
denotes the values of the study and auxiliary attribute fo_r the
ith unit (i =1,2,..., N), of the population. Further, let ¥ and

f be the sample means and
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of the study and auxiliary attribute respectively

. ESTIMATORSAVAILABLEIN
LITERATURE

2.1. Conventional Variance Estimator
I"[] —

s
The bias and variance of tyto the first order of

approfimation, are given a

V(t)) = S,Ib;

2y

2.2. Isaki Ratio Estimator

The biasand MSE of t, to the first degree of approfimation
aregiven as
2
B(t,) = SyIb5; — I3a,4]

V(tl) - :I [b;y + b;f o 2[52111”}

2.3. Conventional Product Estimator

qQ
to=g2 | 21
T WP
l_sf

The biasand MSE of 1, upto the first order of approfimation
aregiven as

B(ty) = Sy113,
V(f--z) — S;[ [b;y + b;f + 21;2?;3‘?]

2.4. 1saki Regression Estimator

Isaki (1983) suggested the following regression estimator
for population variance

2 o2 L2
t3 — Sy + h(krf)f — bf)

where bis a sample regression coefficient whose
population regression coefficient is /3 .
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The bias and MSE of 1;to the first degree of approfimation
aregiven as

B(ts)
MSE(ts) = Syl

= 0

*2
]§2yf

o b;f

*

2.5. Singh et al. Estimator
Singh et al. (1973) Considered the Following Estimator
ty1= ay s>
4 4 S Y

Where « sisa Searl (1964) constant. The optimum value of
Searls constant is @, =n/(n+b,,) for which the mean
squared error is minimum.

o A nbs
MSE(ty)opt = St L
n+bs,
2.6. Dasand Tripathi Estimator
72
ts = H:?; 2 bfz 2

Where o5 isaconstant. The biasand MSE of g to thefirst
degree of approfimation is given as

B(ts) = Sy1[a3b, — sl
Vi(ts) = *W;l[ [b;y + Ofgb;f - 2(‘.1:5[2*23;1”}

The MSE of tgis optimum for o = I, /b, and is given
by

. I.*-Q
MSE(ts)op = ST |05, — bﬁ
2f

2.7. Prasad and Singh Estimator
Prasad and Singh (1992) introduced the following estimator

where ¢ isa Searls content.
The biasand MSE of 1, to thefirst degree of approfimation
isgiven as
Blts) = Sil[ag(n+ b3~ Iy,;) 1
Vits) = Syl [og(n+ b3, + 3635 — 4135,7) — 2a6(n + b3 — I3y, ) — 1]
The MSE of ¢ is optimum for ag = (n + b5, = I, )/ (n + b3, + 305, - 415, )
and isgiven as

Retrieval Number: 10878054920/20200BEIESP

DOI: 10.35940/ijmh.10878.054920

Journal Website: www.ijmh.org 110

(n+ b3y — I;ny)Q

n+ b5, + 305, — 413,

"“‘I‘S'E(Tﬁ)opt = S,jf n —

2.8. Garcia and Cebrian estimator

Garciaand Cebrian (1996) introduced the following
estimator

a7

~9
S F

2
t; = s

-2
'f’f

where a, isa Searls contant.

The biasand MSE of t, to the first degree of approfimation
isgiven as

, (0,5 + J—) * *
Bltr) = Syllaa—5—b; — arly]

The MSE of t, isoptimum for o, = I, / b, and isgiven

as
VSE(tr)ope = S11 |1, — 12208
A b (!)Opt_*‘)y‘[ Qy - ?

2.9. Upadhaya and Singh Estimator
Upadhaya and Singh (2001) suggested following estimator

tg = ai + (’.Eﬁ(SJ% — sfe)

where @gisaconstant. The MSE of i, to thefirst degree of
approfimation is given as

S 52
/ — ¢4 * 27 14 Y
Vits) = Syl {be + a'gsjbgf — 2u892122yf}
Ty “y
2 *
The MSE of tgisoptimum forag = yz—zfyfand isgiven as
£ 2 f
. I*Q
ﬂ[bE(tg)opt = 5'4[ « _ _22f
"y 2y b*
2f

2.10.  Shabbir and Gupta (2006) estimator
Sabbir and Gupta (2006) Proposed the Following Estimator

tg = At
where A is a Searls (1964) contant whose value is to be

determined later. Here 1, is a combination of Singh et al.
(1973), Prasad and Singh (1992) and is defined as
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Y2
Lsf
5%
where K, and K,are the weights such that K, + K, =1The bias and MSE of t, to the first degree of approfimation is
given as

Blte) = S2I[M{n+ Ky(by, — Iyp)} — 1]
Vi(te) = Sjl (A (n+ b3 y + K3 by + 2K2b3; 4K?I;2yf) — 2\ (n + Kabsp — KQ]Q*ny) +n]

_Iil —|‘I'LQS

The MSE of tgisoptimum for

n+ Ko(bs; — ;23”“)

= - - and
Ky = ﬂ Is given as
be
- 2
132
n ISQQf %ﬁ‘f
MSE(ta)o = S'I |n— EAes
n + b3 y T 21 59y f ‘3%1”0
2f
211.  Shabbir and Gupta (2007) estimator
9;‘; — sff
tio = lei + ;CQ(S? S?c)l‘ffp 3 9
S ++ s

where K, and K, are suitably chosen coantants.
Situation 1. k; +k, =1
The biasand MSE of 1, the first degree of approfimation are given as

1 . 2 3,4 1,
B(TIO) = (‘lll — J.) ( SQIb ) + kl‘f’sl lgbzf IQny]
I v 2 * Sf * * 5'2 1 *

o cd (;4 Sf 1* * S ()‘}
72*59,1;':‘1 52 -[Qny B 2f bgf*]\glggyf +n+ = G4 2_)"
)

The optimum value of K; which minimizes MSE (tlo) isgiven as

A4]~ + AS 5‘? ® t 3 1 % % .12r * 1 £
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(A; + Ag)?
A+ Ay + 2A4

MSE(tw)opr = Syl |41 —

Situation 2. Unconstrained choice of K, and K,

The bias and M SE of t;o the first degree of approfimation are given as
1 3 1
. - 2 o2 N 2

Var g’i"ﬁ
MSE(ig)opr = S,1 wir(‘%?))
1+ ——

S

L y -

212. Kalidar and Cingi estimator
Kadilar and Cingi (2006) suggested the following ratio type estimator

a2
253""

y .2
S
f

11 = Lc.x‘l-Sg, +wa | S T
where w; +wy =1
The optimum biasand MSE of 1, aregivenas
B(tn) = S2[(wi—1)+wirlby]
MSE(tn) = Sj] [\ (n+ by, + Kgb;f + 2Kab5, — 4]&'2]§2yf) -2\ (n+ Kaby, — KQI;M) + n]

n+ Ky (b3 — I5,,4)
n + b3, + Kgb;f + 2K0b5, — 4K 1

The MSE of t; is optimum for A =

and

) 22y f
K, = %f is given by 212
{n — Igzyf — I%}
MSE(ty)ow = ST |n— M)
n+by, 420, - zﬁ

2.13. Yadav and Kalidar (2013) Estimator
Y adav and Kadilar (2013) introduced the following estimator

ty=slefp |1 @125
12 = Sy €JP T
Y .5; + (Q-lg — 1)5;

where @,, isaconstant. The optimum MSE of 1, to the first degree of approfimation is given as
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2.14. Yadav and Kadilar (2014) estimator
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Iézyf

Y adav and Kadilar (2014) introduced the following ratio-product-ratio estimator

2
Sy

(1—B)s2 + 3S?

fc:-,ﬁu = | = -
Bs2 + (1L - B)S?

93 l:]. 3)52
(1 — f f ‘
L= (T pe s pez|

wherea and /3 arereal constant. The optimum MSE of ta’ 4, 10 the first degree of approfima-tion is given as

MSE(#:) opt

o *
S4In,

THE PROPOSED ESTIMATORS

We propose the following new classes of log-type estimators for the population variance Sj as

- 52
7 = w sf, 1+ log ( ) (3.1)
L f
[ S
T, = ws s 1+ aslog ( )] (3.2)
L Sf
S32
77 = ws sy 1+ log ( ! ) (3.3)
T, = wy si 1+ aqlog (s; )] (3.4)
where )
*2 2 4
sg = as;+b
SP = aSt+b

such that a(= 0), b are either real numbers or functions of
the known parameters of the auxiliary attribute f such as

the standard deviations Sf coefficient of variatioan
coefficient of kurtosisbzf coefficient of skewness blf

and correlation coefficient p of the population. If & =0,
then the proposed estimator becomes the usua per unit
V.

variance estimator SS If g = +1,then the proposed

estimator works as ratio type estimator and if & =-1

then the proposed estimator works as product type
estimator having efficiency conditions equivalent to that
of generalized product and ratio estimators respectively.

BIASAND M SE OF PROPOSED ESTIMATORS

In this paper, the biases and the mean square error(s) of all the estimators are considered up to the terms of order nt

Theorem 1. The bias and M SE of Tl* are given by

. #* £ a'z ES
Bias (T}) = 52 [ w {1 —arlly,; +arlby; + ELH?Q"I} — 1]

MSE (T}) = S2w? [1+ (b3,

— 2541{1 [1 -+ I(alb;f -+

Proof. Consider the estimator,
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s2\ 1"
1+ log ;
5f

= w1 S (1+€0) [1 —log (1+ )"

o)+ (25) (o)

2 ) ) 1
— (u.‘l — ]_) 5’; 4+ u315§ {ED —ay (El _ E_l) + ME% _ a"lEDE'l:|

£ 2
TN = ws,

= un Sﬁ (1 —|— Eo)

2

Squaring on both the sides and then taking expectation over the proposed estimator, we have

= ”; (wy, —1)° + w? S: [E(e0)® + a3 E(€1)* 4+ 2a; E(eq )]

y a?
+ 25’3 wy (wy —1) {GIE(EI)E — a1 E(eoer) + EIE(E?)]

Using the results from Sukhatme and Sukhatme, we have

E(e) = 0 = E(e1), E(en)* = Ib;,, E(e1)® = Iby;, E(eger) = I3, where by, = byy — 1,
P a N _ _
by, = by — 1 and I3, = Iy — 15 Ly = mypg/m3ymg,, mpy =3 (Yi=Y)?(Y;=Y)4/N, I =1/N,
i=1
boy = Mo/ m3y, Do § = o/ m3, are the coefficient of kurtosis of y and f respectively.

Now, substituting the above resultsin (4:1), we get,

MSE (T;) = S*w? [1 4 1(b3, + 2a%by; — day Iy, + 2a,b5;]

~id * a%bzf *
— 28wy (14 I(aby; + —= —ayI3,,)| +1
Corollary 2. The optimum value of a,and W, are
|22
8= =
b,y
By
V\ﬁ_zi
A
where
Ay = 1+ 1(b3, + 2aibyy — 4ay I3y, + 2a,bi;
2}
By = 1+I(ayby;+ 2L — a1
1 = + 1(a, 2f+T_al szf}

respectively. Also, the minimum mean squared error of Tl* is
1T - B2
MSE (T{)g = g1 1 [ _ _1]
A
e
Proof. Obvious, using Theorem 1.

Theorem 3. The bias and M SE of TZ* are given by
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. N * a3 *
Bias (T;) = S; {wg {1 —agll5y, ¢ + ?2 Ibzf} - 1}

MSE(Ty) = S,wj[1+ I(by, +a3by; —4aslsy,; + asbiy]

(Ifzb* N
respectively.

Proof. Trivial and similar to derivation of Theorem 1, hence omitted.
Corollary 4. The optimum value of &, and W, are
I B>
g — 22 and Wy = —
2f Az

where

142 = 1 +I( ;y—i—ﬂg ;f —4{12I;2yf+agb;f)

(Egb.* -
By, = 1+f( ;f — Qp 22yf)

Also, the minimum mean squared error of Tz* is

- 2
MSE (T5) e = 5 {1 _ % }
<12

Theorem 5. The bias and M SE of T?: are given by
, a;
Bias (T3) =S [w] {1 — agnl I3y, ¢ + azn’Ibs; + ?‘J’h}?b;f} — 1]

MSE(T;) = Sjwi [L+1(b3, + 2a3n°b; — 4aznby, + 2a3n°b3)]
L a?
—25;11»‘1 [1 + I(ﬂaﬁgbﬁf + Ed'ﬂzbgf - ﬁ3ﬁI;2yf}] +1

respectively.
Proof. Trivial and similar to derivation of Theorem 1, hence omitted.

Corollary 6. The optimum value of &;and W, is

*
22 By
W and Wz = —

A,

il =

2f
where
Ay = 1+1(b3,+ Qagng;f — dagnby; + 2a37;2b;f)
2
La; .
By = 1+ I(ﬂa'i?gbzf + .—;7}’252,( - “377[22yf)

Also, the minimum mean squared error of T3* is
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MSE (T3),,, — g { B ﬂ}

Theorem 7. The bias and M SE of T; are given by
2
. # _ 22 |, # {14 21 %
Bias (Ty) = S| [m {1 —agnl 3, + 5 In bzf} — 1}
y * . ~+4 2 * 2 D% y ) * 2%
MSE(T}) = S,wi |1+ 1(b, + ajn’by; — 4asnly,,; + asn’bl ;]
2
asn°b

—QSj-wg [1 +1 (Tzf — a4?}f;2yf)] +1
respectively.

Proof. Trivial and similar to derivation of Theorem 1, hence omitted.

Corollary 8. The optimum value of a,and W, is

I B
fz and wy = —1

gy =

where

Ay = 1+1(b;, + ﬂif?zbgf — dagnly,; + ﬂ-ﬂ?zbgf

21 %
@y bgf .
By = 1+1 (T — a.mfzzyf +1
Also, the minimum mean squared error of T3* is

MSE(T?),  _ gt |1 Bi
= { 4 Jopt - by ]. — T
Ay

V. COMPARISON OF ESTIMATORS

In this section, we compare the proposed classes of estimators with some important estimators. The comparison will be in
terms of their M SEs up to the order of N Let usdefine

nbs
Cy = by, + by — 205, Cy = by, + by — 205, D = byby, — Iy, E = [ 2y ] F =

n+bs, |
_ . -
22
(n+ by, — I%)? TR Ay + As)?
0 T Uay 22 a— In 2f H—la (Ay + As)
, — " T = — ] 3 = |1 — .
n—+ b5, + 3b%, — 413 A+ Ay + 245
2y 2f 22 n+ by, + 203, — 3.2
2f
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BZ
MSE(to) > MSE(T{)on if by +— —n>0
2
MSE(t)) > MSE(T!)y if Ci—n+ BT >0
B2

MSE(ts) > MSE(T))qu if Co—nt— >0
A
MSE(ts) > MSE(T!)op if D — (n—f) 5> 0
MSE(t;) > MSE(T{)p if E—n——>0
2
MSE(ts) > MSE(T!)gu if D— (n - f) by > 0

MSE(ts) > MSE(T{ ) if F—n+—>0

2
MSE(t;) > MSE(T!)op if D— (n—%) 5 >0
BQ
MSE(ts) > MSE(T!)ou if D— (n - E) by > 0
BZ
MSE(ty) > MSE(T))g if G—n+—r>0
B2
MSE(tw) > MSE(T{)qu if H—-n+—>0
2
MSE(ty) > MSE(T!)y if G—n—|—% >0

. : B*\ .
MSE(tiy) > MSE(T)op if D—(R—E) 5 >0
(5.-12)

VI. EMPIRICAL STUDY

To compare the efficiency of the suggested class of estimator numerically, we considered nine natural data sets. The
description of the population is given below.

Population 1. (Cochran (1977), Pg. no. 107)

Y : number of persons per block

f : number of rooms per block
S? = 214.60, S? = 56.76, b, = 1.2387, by, = 1.3523, I3, = 0.5432, C; = 0.1450, f = 58.8, p
= 0.6515, n =10.

Population 2. (Cochran (1977), Pg. no. 203)
y : actual weight of peaches on each tree
f 1 eve estimate of weight of peaches on each tree.

0.9937, n = 10.
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Population 3. (Sukhatme P. V. (1970), Pg. no. 185)

y : wheat acreage in 1937

f : wheat acreage in 1936

bj = 26456.99, SJ% = 22355.76, b3, = 2.1842, b5, = 1.2030, I3, = 1.5597, 'y = 0.5625, f=
265.8, p = 0.977, n. = 10.

Population /. (Singh D and Chaudhary F. S., Pg. no. 107). y : number of boats landing at
a particular centre

f : catch of fish in quintals.

bj =201324.4 | SJ% = 396.8889, b3, = 0.9462, 05, = 0.6078 , I3, = 0.6333, Cy = 0.7288, X =
27.3333 , p = 0.9308 , n=4.

Population 5. (Singh D and Chaudhary I. S., Pg. no. 141).

y :number of bearing lime trees

f :area under lime (in acres)

Sj =6564586.45, SJ% =1092.1024, b5, =12.2574, by, =4.5788, [5, =6.7126, Cy =1.4273 | X
=22.6209 , p = 0.9021, n=9.

Population 6. (Choudhary F. S. and Singh D., Pg. no. 176).
y : number of cows in milk enumerated
f : number of cows in milk in the previous year.

532332721.2079. 5';%:281472.7868. bzy:6.2079. bgf:5.0043, [5,=4.9528, C'y = 0.8276, X=
641.05, p=0.8933, n=8.

Population 7. (Singh S., Pg. no. 324-325). y : approximate duration of sleep (in minutes)

f : age in years of the persons.

5523582.579: 5'?:85.2367, b;y:l.GGTS, b;f:1.2389, [5,=0.9961, Cy = 0.1349, X= 67.2667, P
= -0.8552, n=9.

Population 8. (Singh S., Pg. no. 1114). y : approfimate duration of sleep (in minutes)

f : age in years of the persons. B

5520.[][]73, S52=0.0063, b;,=2.6323, b3, =2.4016, [5,=1.8351, C';=1.2352, X= 0.1831, p=0.7789,
n=11.
By using the above data set, the percent relative efficiency of the different estimator are given in Table 2.

In the above table, the relative efficiency of the proposed estimator is much better as compared to other estimators for al the
data sets given here.

Table 1: PRE of the Estimatorswith Respect to t,
Est. Pop 1 Pop 2 Pop 3 Pop 4 Pop 5 Pop 6 Pop 7 Pop 8

to 100 100 100 100 100 100 100 100

ty 121.38 320.81 815.60 329.16 | 359.35 475.29 182.39 | 193.03
to 33.68 19.48 33.56 33.54 40.50 29.39 34.04 30.24
t3 121.38 639.14 1347.98 | 330.39 | 507.23 475.29 192.40 | 214.00
ty 112.38 639.14 121.42 30.91 236.19 177.59 118.53 | 123.93

ts 121.38 109.23 1347.98 | 330.96 | 507.23 475.29 192.40 | 214.00
te 112.95 639.14 818.13 348.83 | 381.77 558.96 212.28 | 242.02
tr 121.38 639.14 1347.98 | 330.39 | 507.23 475.29 192.40 | 214.00
ts 121.38 639.14 1347.98 | 330.39 | 507.23 475.29 192.40 | 214.03
to 143.14 T49.18 1434.48 | 349.88 | 528.70 559.08 220.35 | 258.35
ti0 121.38 489.41 306.84 227.25 | 319.46 ADT.TT 188.82 | 228.88
tTo 82.34 648.39 1369.81 | 354.05 | 643.42 H5H2.89 210.93 | 237.93
(281 82.53 322.84 815.55 329.05 | 358.77 269.13 182.54 | 102.02
1o 121.38 639.14 1347.98 | 330.39 | 507.23 475.29 192.40 | 214.00
100 100 100 100 100 100 100 100

13 121.38 639.14 1347.98 | 330.39 | 507.23 475.29 192.40 | 214.00
iy 147.02 | 1163.41 | 1863.95 | 439.47 | 991.93 | 2120.43 | 247.66 | 311.67
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VII. CONCLUSION

The present study extends the idea of Bhushan and Kumari
(2019) regarding the effective use of auxiliary information if
the relationship between the study variable and the auxiliary
attribute is of logarithmic type. Further, the efficiency of the
proposed estimators are compared with some conventional
estimators and some recent estimators of Singh et al. (1973),
Das and Tripathi (1978), Sisodia and Dwivedi (1981), |saki
(1983), Bahl and Tutgja (1991), Prasad and Singh (1992),
Swain (1994), Garcia and Cebrian (1996), Upadhaya and
Singh (2001), Kalidar and Cingi (2006a, 2006b); Gupta and
Shabbir (2006, 2007), Y adav and Kadilar (2013, 2014). The
proposed estimator is most efficient than all the estimators.
This study is also supported through an empirical study and
the result of this study is quite encouraging.
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